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Abstract
Channel estimation is critical to millimeter-wave capability. Unlike
sub-6 GHz WiFi, commercial-off-the-shelf 60 GHz WiFi devices
adopt a single RF-chain and can only report the combined received
signal strength (RSS) instead of the antenna-wise channel state
information (CSI). Therefore, recovering the CSI using a limited
number of RSS measurements is important but faces the following
challenges: (i) solving a non-convex objective is hard and compu-
tationally heavy, (ii) the estimation error is high with insufficient
RSS measurements, and (iii) channel fluctuates dynamically. To
jointly tackle them, we propose 2ACE, an Accelerated and Accurate
Channel Estimation approach using spectral profile-drivenmultires-
olutional compressive sensing. Our thorough experiments show
that 2ACE yields 2-8 dB reduction in CSI estimation error, 1-5 dB
improvement in beamforming performance, and 5◦ − 10◦ reduction
in angle-of-departure estimation error over the existing schemes.

CCS Concepts
• Theory of computation→ Numeric approximation algo-
rithms; • Networks→ Network protocol design.
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1 Introduction
With 10 Gbps-level capability brought by its ultra-wide bandwidth,
millimeter-wave (mmWave) technologies have ignited a revolution
in wireless communication. In its innovative applications, such as
environmental sensing [10, 38, 42], health monitoring [16], and
imaging [25, 51, 59], channel estimation always plays an important
role. While various tools can fetch channel state information (CSI)
from sub-6 GHz WiFi network interface controllers (NICs) [17,
54], most of the commercial-off-the-shelf (COTS) 60 GHz WiFi [1,
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2] NICs only report the received signal strength (RSS), i.e., the
amplitude of the combined signal at the RF chain [35]. Only a
few NICs can provide the channel impulse response (CIR) of the
strongest path [4], which is still insufficient as beamforming and
sensing need CIR of all paths to achieve the best performance. In
general, achieving fast and accurate channel estimation for COTS
mmWave WiFi remains an open problem.

mmWave communication adopts large phased arrays at both
transmitter (TX) and receiver (RX) sides to achieve MIMO diversity-
multiplexing gain and enhance beamforming. The signals are trans-
mitted and received with beamweights, called precoders at TX side
or combiners at RX side. Hence, the antenna-wise CSI is a matrix
of size 𝑁t × 𝑁r, where 𝑁t and 𝑁r are the numbers of TX and RX
antennas, respectively. Each entry of the matrix represents the
complex channel response between a pair of TX and RX antennas.
The channel estimation problem, in this case, can be seen as re-
covering the CSI matrix, including both the magnitude and phase
of each element, based on a set of known beamweights and their
corresponding RSS measurements. It is essentially a well-known
phase retrieval (PR) problem in compressive sensing (CS) that has
profoundly impacted many practical applications in other areas,
such as X-ray crystallography [18], diffraction [7] or astronomical
imaging [11], optics [50], and microscopy [32].
Challenges: Despite recent progress in CS-based phase retrieval,
mmWave CSI estimation is still facing a set of challenges.
• Current CS algorithms require a large number of RSS measure-
ments, which increases quadratically with the number of anten-
nas. For example, PhaseLift [9] takes at least 4𝑁t𝑁r probes to
converge. That is ≥ 4096 probes for 32 × 32 CSI matrices given
most 60 GHzWiFi devices use 32 antennas (e.g., TP-Link AD7200).
Such probing takes ≥ 70.4 ms [52], which is ≥ 70% of the de-
fault beacon interval [1]). It is impractical since it leaves no time
for data transmission. Moreover, the time-varying channel may
change before measurements are complete.
• Existing CS methods suffer from sharp phase transitions under
insufficient measurements, i.e., the error could be arbitrarily high
before enough measurements have been made. Since it is hard to
ensure enough measurements, it is necessary to gracefully adapt
the quality of the recovered CSI to the number of measurements.
• We need to enforce the CSI matrix structure. At a high level, we
aim to find a solution that minimizes the fitting error w.r.t. the
measurement while satisfying the known structure in real-world
data.While the alternating directionmethod ofmultiplier (ADMM)
is promising for solving such constrained optimization problems,
it requires us to develop new techniques to achieve fast conver-
gence towards a good solution for non-convex objectives.
• Only accurate channel estimation is useful in practice. We seek
an algorithm to provide a confidence indicator quantifying the
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accuracy of the solution. We accept the answer only when the
indicator shows the quality is good enough. Otherwise, we wait
for more measurements. Such an indicator is useful when the CSI
fluctuates dynamically. We should automate the change detection
and adapt the probing to maintain high estimation accuracy.

Methods:We propose 2ACE, Accelerated and Accurate Channel
Estimation with the following powerful techniques.

First, we propose a novel CS algorithm to exploit the spectral
profile of a CSI matrix, i.e., a distribution of the singular values
in the matrix, for its reconstruction. Compared with the typical
low-rank minimization using the nuclear norm, our approach (i) is
more flexible to support matrices of different ranks, and (ii) provides
more information to overcome insufficient measurements (e.g., how
the top singular values decay rather than the number of non-zeros).

Second, we solve non-convex optimization for CSI estimation
and develop an efficient solution by going beyond the ADMM: (i)
speeding up the convergence using spectral initialization, (ii) in-
creasing the convexity by adapting the weight of the quadratic
penalty in the augmented Lagrangian, and (iii) escaping local mini-
mum by yieldingmultiple solution candidates in parallel with lifting
the problem into a higher dimension. In addition, we set spectral
profiles according to the measurement budget.

Third, we develop a simple yet effective consistency check to
determine if the inference generalizes beyond the observedmeasure-
ments. It is crucial to quantify errors, especially in the non-convex
optimization regime, due to either insufficient RSS measurements
or violation of the theoretical condition. Moreover, it allows us to
speed up the estimation by detecting and purging stale information.

Fourth, we design a novel multi-resolutional estimation method.
We adapt the resolution based on themeasurement budget by group-
ing multiple physical antennas into one virtual antenna and redefin-
ing the CSI accordingly.

We evaluate our approach using the CSI matrices from simula-
tion and testbed experiments. Our results show that 2ACE achieves
≤ -6 dB error using 1.5𝑁t𝑁r measurements. Our multi-resolution
CSI estimation automatically adapts the granularity based on the
measurement budget and achieves good accuracy over a wide range
of measurements. Moreover, we show that beamforming using the
recovered CSI by 2ACE yields a 1-5 dB improvement over exist-
ing algorithms. We further show that the improved CSI accuracy
reduces the sensing error – 2ACE reduces the error of the profile
generated by the MUSIC algorithm [41] by 10 dB and angle-of-
departure estimation error by 5-10 degrees compared with existing
schemes. Our code is publicly available at [43]. While this paper fo-
cuses on CSI estimation, 2ACE is potentially applicable to matrices
in other domains (e.g., traffic or delay matrices) since their spectral
profiles may exhibit similar concentrations of variance.

2 Related work
Sparse channel estimation: There are several methods that ex-
ploit the sparsity of mmWave channel [39, 40]. They focus on es-
timating the angle-of-arrival (AoA) and angle-of-departure (AoD)
and steering the beam accordingly. [3, 31] estimate the AoA/AoD by
solving the optimization problem based on sparse channel assump-
tion. [37] develops a Bayesian learning algorithm, and [22, 29] intro-
duces algorithms based on sparse channel formulation to estimate
the channel AoA/AoD profile. SANBA [56] extends PhaseLift [9]

by incorporating possible dominant path AoA as side information.
X-Array [52] measures the AoD by applying a matched filter on
sector-level-sweeping (SLS) probes [1]. MUST [45] uses WiFi to aid
AoA estimation and facilitate beamforming. However, beamforming
towards the AoA/AoD of a single path is not optimal, multi-armed
beams yield better performance as shown in the existing work [23].
In comparison, 2ACE can estimate higher-rank CSI matrices. This
capability brings more benefit in rich multi-path scenarios.
Beam sweeping variants: Beam-sweeping samples a few angles
to find AoA/AoD [12, 13, 21, 33, 55]. Agile-Link [19] adopts multi-
armed beams to sample multiple spatial directions simultaneously
to decrease measurement overhead to 𝑂 (𝐿 log𝑁t). UbiG [46] pro-
poses an asymptotic beam alignment algorithm using 4𝐾 probes to
determine the sub-optimal beam. BeamSpy [47] learns the channel
impulse response by full-beam scanning, and then prunes the beam
search space to recover from blockage, while [51] proposes a beam
management scheme tomaintain stable connection in high-mobility
V2X scenarios. Again, beamforming based on 2ACE-recovered high-
resolution CSI outperforms approaches mentioned above.
OFDM based estimation: Existing works [6, 26, 36] focusing on
mmWave OFDM channel estimation assume that multi-RF chains
and complex received signals are available, hence no phase retrieval
is needed. However, the commodity 60 GHz WiFi devices have only
a single RF chain, reports only the RSS, and does not support OFDM
due to high complexities under large bandwidth (e.g., [57]).
Other work: M-Cube [57] ports commodity 60 GHz WiFi card
to high-end software-defined radio (SDR) to measure the CSI. Its
estimation granularity is limited by analog phase shifters and NIC
sampling rate. E-Mi [53] fetches CSI by turning on antennas one
by one and requires the RX to obtain the phase information, which
is infeasible on COTS 60 GHz WiFi devices. Deep learning has also
been used for CSI estimation [14, 20, 24, 44, 58]. But their robustness
remains to be seen due to their environmental dependency. In
comparison, 2ACE is based on a solid theoretical foundation of
compressive sensing and is more lightweight.
3 Background
3.1 Problem formulation
For each measurement, the transmitter uses precoder f and the
receiver uses combiner w. The received signal 𝑦 can be derived as:

𝑏 = w⊤Hf𝛾 + 𝜎 (1)
where f ∈ C𝑁t×1, w ∈ C𝑁r×1, 𝛾 is the transmitted symbol, H ∈
C𝑁r×𝑁t is the CSI matrix, and 𝜎 is the normalized noise at the RX
side, and ⊤ denotes the transpose. (1) can be further simplified as

𝑏 = a⊤x + 𝜎. (2)

where a ∈ C𝑁r𝑁t×1 is the Kronecker product of w and f , and x
denote the vectorized CSI matrixH. At this point, the CSI estimation
can be formulated as recovering x based on the beamforming matrix
a and RSS measurements |𝑏 |. Take multiple measurements with
different weights, and let b = [|𝑏1 | ,|𝑏2 | , · · · ]⊤ and corresponding
A = [a1, a2, · · · ]⊤. Hereinafter, we denote 𝑛 = 𝑁r𝑁t. Instead of
finding an x that strictly satisfies ∀a, |𝑏 | =

��a⊤x + 𝜎
��, we optimize

min
x

∥|Ax| − b∥22 (3)

The objective function is non-convex w.r.t. x. Directly solving (3)
(e.g., via gradient descent) often get stuck in sub-optimal solutions.
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3.2 Existing work on phase retrieval
Recent progress [9] shows that the PR problem in (3) can be turned
into a convex optimization problem under certain conditions as:

min
x

∥|Ax|◦2 − b◦2∥2 (4)

where ◦2 computes the per-element square of a matrix. Denote the
subscript [𝑖, 𝑗 ] as the element at the 𝑖-th row and 𝑗-th column of
a matrix, and Let V𝑖 = a𝑖a⊤𝑖 ,i.e., V𝑖 = A⊤[𝑖,· ]A[𝑖,· ] , and W = xx⊤.
Then, problem (4) is equivalent to

min
W

𝑚∑︁
𝑖=1
|
��Tr(V⊤𝑖 W)

�� − b2
[𝑖 ] |

subject to rank(W) = 1
W ⪰ 0 (5)

where Tr calculates the trace of a matrix.
The compressive sensing theory suggests that when A contains a

sufficient number of rows and satisfies certain technical conditions
(e.g., Restricted Isometry Property (RIP) property [8]), one can omit
the rank constraint in (5). Then, (5) can be solved using semidefinite
programming (SDP) [9]. This result is called over-parameterization.
Specifically, W ⪰ 0 and rank(W) = 1 is equivalent to the existence
of column vector x s.t. W = xx⊤, while W ⪰ 0 alone is equivalent
to the existence of a matrix X, s.t. W = XX⊤. Note that we no
longer require X be a column vector. Therefore, the compressive
sensing theory states that under proper conditions, we can solve the
original phase retrieval problem in which x is a column vector by
over-parameterizing x into a matrix X. Specifically, one can show
that (5) is equivalent to the following convex objective:

min
X

| | |AX| − b| |2 (6)
in which |·| =

√
· ⊙ ·̄, where ·̄ is the conjugate of a complex matrix,

and ⊙ is element-wise multiplication.
Although solving a non-convex objective with a convex opti-

mization is a major breakthrough, it is challenging to apply such
theoretical results in practice for the following reasons:
• SDP-based algorithms suffers from a sharp phase transition under
insufficient measurements, i.e., the solution can be arbitrarily bad.
• Since X and W in (6) has 𝑛 unknowns and𝑚 = 𝑂 (𝑛) constraints
(empirically𝑚 ≈ 3𝑛), SDP is computationally heavy for large 𝑛.
• A may or may not satisfy the RIP, which can happen when there
are constraints on the kind of measurements we conduct (e.g.,
RSS is too low for some probes). Then, we no longer guarantee
that the solution X is rank-1 or globally optimal. Hence, we have
no way of knowing how good the recovered X is.
• CSI changes fast. We should automatically adapt the probing to
maintain estimation accuracy in mobile cases.

4 2ACE algorithm
We first formulate the spectral profile-based CSI estimation prob-
lem in Sec. 4.1. We then develop an ADMM-based fast and accurate
solution in Sec. 4.2. In Sec. 4.3, we propose several novel enhance-
ments: (i) dynamically updating the weight of the quadratic penalty
term in the Augmented Lagrangian, (ii) spectral initialization, and
(iii) parallel refinement. In Sec. 4.4, we further develop a confi-
dence indicator to support mobile scenarios. In Sec. 4.5, we design
a multi-resolution algorithm to automatically adapt the inference
granularity according to the measurement budget.

4.1 Spectral profiles based CSI estimation
Designing an effective regularization term is crucial to compressive
sensing. In this section, we utilize a unique property of CSI matri-
ces and design a regularization term, called the spectral profile. It
refers to the approximation error using the best rank-𝐾 approxi-
mation w.r.t. the squared Frobenius norm, i.e., how much channel
energy is captured by the first 𝐾 paths. Let 𝑃 = {(𝑟𝑘 , 𝑓𝑘 )} denote a
spectral profile, where the top 𝑟𝑘 singular values account for at least
𝑓𝑘 of variance. Based on profile 𝑃 , we formulate the CSI estimation
problem as follows:

min
X

∥|AX| − b∥22 + 𝐼 (X, 𝑃) (7)

The indicator function 𝐼 (X, 𝑃) = 0 if CSI matrix H induced by 𝑋
satisfies the spectral profile 𝑃 . Otherwise 𝐼 (X, 𝑃) = ∞.

4.2 ADMM-based phase retrieval
We use ADMM to solve the constrained optimization problem (7).
ADMM is an iterative method that optimizes one variable at a time
during each iteration while fixing the remaining variables [5]. To
apply ADMM, we first reformulate (7) as:

min
X

1
2
∥|Y| − b∥22 + 𝐼 (Z, 𝑃)

subject to AX = Y and X = Z (8)

We empirically find that omitting the regularization term (e.g.,
a
2 ∥X∥

2
2) works best. Then we have the Augmented Lagrangian:

𝐿(X,Y,Z,M,N,`) = 1
2
∥|Y| − b∥22 + 𝐼 (Z, 𝑃)+ < M,AX − Y >

+ < N,X − Z > + `
2
∥AX − Y∥22 +

`

2
∥X − Z∥22 (9)

where < ·, · > denotes the inner product of two vectors. Alternating
minimization of X, Y and Z and subsequent update of M and N via
gradient descent from step 𝑡 to 𝑡 + 1 yields the following:

X(𝑡+1) = arg min
X

𝐿(X,Y(𝑡 ) ,Z(𝑡 ) ,M(𝑡 ) ,N(𝑡 ) , `) (10a)

Y(𝑡+1) = arg min
Y

𝐿(X(𝑡+1) ,Y,M(𝑡 ) , `) (10b)

Z(𝑡+1) = arg min
Z

𝐿(X(𝑡+1) ,Z,N(𝑡 ) , `) (10c)

M(𝑡+1) = M(𝑡 ) + ` · (AX(𝑡+1) − Y(𝑡+1) ) (10d)

N(𝑡+1) = N(𝑡 ) + ` · (X(𝑡+1) − Z(𝑡+1) ) (10e)

We then show how to solve (10a) – (10c), respectively.

4.2.1 Find X that min𝐿(X,Y,Z,M,N, `): Simplify (10a) to:

min
X

∥AX − Y + M
`
∥22 + ∥X − Z + N

`
∥22 . (11)

By setting its derivative to 0, we get the closed form solution:

X = (A⊤A + I)−1
(
A⊤ (Y − M

`
) + (Z − N

`
)
)
. (12)

4.2.2 Find Y that min𝐿(X,Y,Z,M,N, `): Simplify (10b) to:

min
Y

1
2
∥|Y| − b∥22 +

`

2
∥Y − C∥22 (13)

where C = AX +M/`. Let Y[𝑖 ] denote the 𝑖-th row of Y, we just
need to solve the equivalent problem:

min
Y[i]

1
2

�������Y[𝑖 ] ��� − b[𝑖 ]

����2 + `2 ���Y[𝑖 ] − C[𝑖 ]
���2 (14)
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Algorithm 1 Rescaling SVD.
1: [U, S,V] = svd(E) ;
2: for 𝑘 = 1, 2, ... do
3: 𝑣 =

∑
𝑖 𝑠

2
𝑖 ;

4: 𝑣0 =
∑𝑟𝑘

𝑖=1 𝑠
2
𝑖 ;

5: if (𝑣0 < 𝑓𝑘 × 𝑣) then
6: // scale singular values so first 𝑟𝑘 values capture exactly fraction 𝑓𝑘 of
7: // total variance
8: 𝑠 =

√︁
(𝑣/𝑣0 − 1)/(1/𝑓𝑘 − 1)

9: for 𝑖 = 𝑟𝑘 + 1, 𝑟𝑘 + 2, ... do
10: 𝑠𝑖 = 𝑠𝑖 × 𝑠 ;
11: Z = USV⊤
12: end for
13: end if
14: end for

Let y[𝑖 ] =
���Y[𝑖 ] ���. For any given y[𝑖 ] the objective is minimized

when Y[𝑖 ] = y[𝑖 ]
C[𝑖 ]��C[𝑖 ] �� . Let c[𝑖 ] =

���C[𝑖 ] ���. Then, (14) becomes:

min
y[𝑖 ]

1
2
|y[𝑖 ] − b[𝑖 ] |2 +

`

2
|y[𝑖 ] − c[𝑖 ] |2 (15)

The optimal y[𝑖 ] is simply y[𝑖 ] = (b[𝑖 ] +`c[𝑖 ] )/(1+`). Therefore,
we first compute |Y| = (b + ` · |C|)/(1 + `), and then scale each row
C[𝑖 ] to have norm |Y𝑖 |.
4.2.3 Find Z that min𝐿(X,Y,Z,M,N, `): Let E = X + N/`. (10c) is
equivalent to

min
Z

𝐼 (Z, 𝑃) + `
2
∥Z − E∥22 (16)

𝐼 (Z, 𝑃) is non-differentiable, so instead of solving (16) directly, we
enforce the spectral profile 𝑃 = (𝑟𝑘 , 𝑓𝑘 ), 𝑟1 ≤ 𝑟2 ≤ .. ≤ 𝑟𝑘 by a
rescaling algorithm. We first reshape X to 𝑁t × 𝑁r, and find its
singular values {𝑠𝑖 } sorted in a decreasing order. In Alg. 1, we
rescale 𝑠 to enforce the spectral profile, where SVD referers to
singular value decomposition and the outer loop ensures that the
top-𝑟𝑘 singular values account for 𝑓𝑘 of energy. Line 5-13 re-scales
all entries after the top-𝑟𝑘 elements for profile enforcement.

4.2.4 Convergence Criteria: Following the ADMM practice [5],
we use the primal/dual residuals for the convergence test, which
represent absolute error and relative change, respectively:

𝑟prim =

√︃
∥AX(𝑡+1) − Y(𝑡+1) ∥22 + ∥X(𝑡+1) − Z(𝑡+1) ∥22 (17a)

𝑟dual = `
√︃
∥A⊤ (Y(𝑡+1) − Y𝑡 )∥22 + ∥Z(𝑡+1) − Z𝑡 ∥22 (17b)

The thresholds are related to the differences between pairs of
matrices, which depend on their matrix sizes and magnitudes:

𝜖prim = 𝜖abs
√︁
(𝑚 + 𝑛) × 𝑐 (18a)

+𝜖rel

√︃
max(∥AX(𝑡+1) ∥22, ∥Y(𝑡+1) ∥

2
2) +max(∥X(𝑡+1) ∥22, ∥Z(𝑡+1) ∥

2
2)

𝜖dual = 𝜖abs
√

2𝑛𝑐 + 𝜖rel

√︃
∥A⊤Y(𝑡+1) ∥22 + ∥Z(𝑡+1) ∥

2
2 (18b)

where 𝑐 is the number of column of X, and 𝜖abs, 𝜖rel are two hyper-
parameters. We stop if (𝑟prim ≤ 𝜖prim) ∧ (𝑟dual ≤ 𝜖dual).

4.3 Enhancements
We provide several enhancements to speed up convergence and
improve inference accuracy: (i) dynamic update of ` to increase
convexity, (ii) spectral initialization of X(0) , (iii) parallel refinement,
and (iv) selecting and supporting appropriate spectral profiles.

Algorithm 2 Adaptation of `

1: if 𝑟 (𝑡+1)comb > 0.8𝑟 (𝑡 )comb then
2: ` (𝑡+1) = 1.03` (𝑡 )
3: else
4: ` (𝑡+1) = ` (𝑡 )

5: end if

4.3.1 Dynamic Update of `: The choice of ` significantly impacts
the convergence of ADMM. If the optimization is making sufficient
progress, we keep the current `. But if it becomes stagnant, we in-
crease the weight of the penalty term in the augmented Lagrangian
to increase the overall convexity. To determine the optimization
progress, we leverage the combined residual 𝑟comb, which decreases
by the ADMM procedure [15]. Evidence shows that 𝑟comb also de-
creases in a non-convex problem [34]. 𝑟comb is as follows:

𝑟
(𝑡+1)
comb = `𝑟2

prim + ` (∥Y
(𝑡+1) − Y(𝑡 ) ∥22 + ∥Z

(𝑡+1) − Z(𝑡 ) ∥22) (19)

where the first term is the primal residual, and the second term
relates to the dual residual in (17b) except that it does not multiply
by 𝐴⊤. In Alg. 2, we initialize ` = 0.001 and increase ` dynamically.

4.3.2 Parallel Refinement: In the original problem (8), X is a 𝑛 ×
1 vector. To further improve the solution, we lift X to a higher
dimension as an𝑛×𝑐 matrix. The benefit of parallel solving multiple
candidates for X is not only getting a better solution, but also
decreases computation time by using efficient matrix operations
instead of solving (8) for 𝑐 times. The rationale is that the convex
solutions are better connected in high dimension space where one
can more easily escape from an inferior local optimal.
Parallel formulation: We formulate the following problem:

min
X

∥|AX| − B∥22 + 𝐼 (X, 𝑃) (20)

where B is formed by replicating b by 𝑐 times. To solve (20), we
simply adapt the solution of X from (12) and Z from Alg. 1, and
solve Y element-wise as dipicted in (13) to (15).

4.3.3 Spectral Initialization of X: We need to find a good initial
solution X(0) for X. One approach is spectral initialization, obtained
by computing the leading 𝑐 eigenvectors [30], to support parallel
refinement. Recall (5), we can get an estimate of W = XX⊤ using
the following simple weighted average:

West =

∑
𝑖

sim(W,V𝑖 ) · V𝑖∑
𝑖

sim(W,V𝑖 )
=

∑
𝑖
(b2
[𝑖 ]/∥a𝑖 ∥

2
2 ) · V𝑖∑

𝑖
(b2
[𝑖 ]/∥a𝑖 ∥

2
2 )

=

∑
𝑖
(a⊤𝑖 a𝑖 ) · (b2

[𝑖 ]/∥a𝑖 ∥
2
2 )∑

𝑖
(b2
[𝑖 ]/∥a𝑖 ∥

2
2 )

Intuitively, we project W to the space defined by V𝑖 and let the
cosine similarity between W and V𝑖 define the weight in each
projection, which is computed as:

sim(W,V𝑖 ) =
< W,V𝑖 >√

< W,W > · < V𝑖 ,V𝑖 >
(21)

Note that West can be computed by first computing a scaled
matrix A with A[𝑖 ] = A[𝑖 ] (b[𝑖 ]/∥a𝑖 ∥2). Then we have West =

A⊤A/
√︂∑

𝑖
(b2
[𝑖 ]/∥a𝑖 ∥

2
2). Once we have West, we then obtain X(0)

efficiently via SVD as the best rank-𝑐 approximation to West. Then,
we use Alg. 3 to solve (20).
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(a) Synthetic traces.
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(b) Ray-tracing traces.
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(c) Testbed traces [35]
Figure 1: Spectral profile of different 32 × 32 traces

Algorithm 3 Algorithm for solving (20)
1: 𝑡 = 0
2: ` = 0.001
3: initialize X(0) via spectral initialization // Sec. 4.3.3
4: initialize: M(0) = 0, N(0) = 0
5: Y(0) = arg min

Y
(X(0) ,M(0) , ` ) ;

6: Z(0) = arg min
Z
(X(0) ,N(0) , ` ) ;

7: while 𝑡 < maxiter do
8: X(𝑡+1) = arg min

Z
𝐿 (Y(𝑡 ) ,Z(𝑡 ) ,M(𝑡 ) ,N(𝑡 ) , ` ) // Sec. 4.2.1

9: Y𝑡+1 = arg min
Y

𝐿 (X(𝑡+1) ,M(𝑡 ) , ` ) // Sec. 4.2.2

10: Z𝑡+1 = arg min
Z

𝐿 (X(𝑡+1) ,N(𝑡 ) , ` ) // Sec. 4.2.3

11: M(𝑡+1) = M(𝑡 ) + ` (AX(𝑡+1) − Y(𝑡+1) )
12: N(𝑡+1) = N(𝑡 ) + ` (X(𝑡+1) − Z(𝑡+1) )
13: if convergence is reached // Sec. 4.2.4 then
14: break
15: else
16: ` = Adjust(`) // Sec. 4.3.1
17: 𝑡 = 𝑡 + 1
18: end if
19: end while

4.3.4 Choice of Spectral Profiles :
We consider the following three profiles of selection:
• A0: {}We do not exploit any low-rank property.
• A1: 𝑟1 = ⌈

√︁
min(𝑁r, 𝑁t)⌉ singular values account for 𝑓1 = 0.95

of variance.
• A2: Let 𝑠 = min(𝑁r, 𝑁t). 𝑟𝑖 singular values account for 𝑓𝑖 of
variance, where 𝑟1 = ⌈0.5

√
𝑠⌉ for 𝑓1 = 0.75, 𝑟2 = ⌈0.7

√
𝑠⌉ for

𝑓2 = 0.85, 𝑟3 = ⌈
√
𝑠⌉ for 𝑓3 = 0.95, and 𝑟4 = ⌈2

√
𝑠⌉ for 𝑓4 = 0.995.

We use CSI matrices from simulation, ray tracing, and testbed
(inferred by ACO [35]). While imperfect, ACO estimations are not
biased since they do not make any rank assumption about the
CSI. Fig. 1 shows that the ranks of the CSI matrices are not low as
assumed by sparse channel estimation. It also shows that all traces
fit the A1/A2 profiles, indicating that we can leverage these spectral
profiles for inference by adding a constraint that the estimated CSI
should have the top-𝐾 singular values accounting for at least these
amounts of variances.

Meanwhile, as shown in Alg. 4, when measurements are suffi-
cient, we solve the unknowns without using spectral profiles (A0).
Otherwise, we estimate the first singular vector since it contributes
the most (A1). Otherwise, we use the A2 profile.

4.4 Confidence indicator
We provide a confidence indicator for our algorithm, where we
partition rows of the sensing matrix A and measurements b into
a training set (A1, b1) and a testing set (A2, b2). We first use the
training set to estimate the channel x, and then use the testing
set to assess how well the inferred amplitude |A2𝑥 | matches b2.
We set training-testing split ratio as 19:1. The partition can be

Algorithm 4 2ACE Algorithm to incorporate dynamic profile
1: if𝑚 >= 3𝑛 then
2: // no need to use spectral profile w/ enough constraints
3: 𝑃 = {}
4: else if𝑚 < 𝑛 then
5: // focus on estimating 1st singular vector w/ too few constraints
6: 𝑃 = { (𝑟1, 0.95) }
7: else
8: 𝑃 = { (𝑟1, 𝑓1 ), (𝑟2, 𝑓2 ), (𝑟3, 𝑓3 ), (𝑟4, 𝑓4 ) }
9: end if

either random, or based on time at which the measurement is
conducted. In this way, we can check whether an old x matches the
new measurements; if not, then we purge the oldest measurements
and collect more. The confidence indicator benefits both our and
traditional methods by determining whether the solution is good,
which is especially important when the analytical conditions (e.g.,
RIP) do not hold.

To sum up, we perform the multi-stage phase retrieval:

1. Partition (A, b) into (A1, b1), (A2, b2).
2. Use (A1, b1) to solve (8) using Alg. 3.
3. Orthogonalize and normalize columns of X.
4. Parallel refinement (20): Use X obtained in Step 2 as the initial

X, where we still use (A1, b1). After convergence, we choose
the column in X that minimizes ∥|Ax| − b∥2, denoted by x1.
We call this step parallel refinement since we explore multiple
orthogonal initial vectors X[ 𝑗 ] in parallel.

5. We compute our confidence indicator 𝑄 as follow:

𝑄 = 1 − ∥|A2x1 | − b2∥2
∥b2∥2

(22)

If 𝑄 is good enough, we take it as the final answer. Otherwise,
we go to the refinement in the next step.

6. Final refinement. Use x1 as the initial solution, and solve (8)
again but now with all measurements. If the new model is
similar to the model trained using x1 after adding new mea-
surements, we take it since it is likely to be accurate. Otherwise,
if the measurements are below 2𝑛, the error is likely due to
insufficient measurements and we wait for more data to train
using all data together. If the model does not work well for x2
even with > 3𝑛 measurements, the error is likely due to the
CSI change, so we purge the measurements from the earliest
probing interval and wait for more data.

4.5 Multi-resolution channel estimation
No matter how good the compressive sensing algorithms are, the
estimation accuracy can be arbitrarily low if the measurements is
insufficient w.r.t. the number of unknowns. In such circumstances,
we group multiple physical antennas into one virtual antenna, and
estimate the channel of these virtual antennas. Then, the resolution
of CSI matrix can be manipulated as 𝑁vt × 𝑁vr based on the mea-
surement budget, where 𝑁vt and 𝑁vr are the numbers of virtual TX
and RX antennas, respectively. We achieve it by setting an equal
weight,i.e., the same phase shift, on the physical antennas grouped
into the same virtual antenna. We feed the sensing matrix A of size
𝑚 × 𝑁vt𝑁vr to the inference algorithm and recover a CSI matrix,
where each entry represents the "averaged" channel of physical
antennas. As the measurement budget increases, we increase 𝑁vt
and 𝑁vr and recover a more fine-grained CSI.
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Algorithm 5 Antenna Grouping Algorithm
1: V ← {1, 2, · · · , 𝑁 }
2: while V ≠ ∅ do
3: select 𝑅ref from V arbitrarily
4: for 𝑅𝑖 ∈ V do
5: Calculate 𝑝𝑖,ref between 𝑅ref and 𝑎𝑖
6: end for
7: put𝑉𝑘 − 1 antennas with the least 𝑝𝑖,ref with 𝑎ref as one group V𝑘

8: V ← V \ V𝑘

9: end while

Challenges: The CSI of each virtual antenna is the "averaged"
CSI of the physical antennas. To make the averaged channel better
approximate the individual physical channel, we should group the
physical antennas with similar channels into one virtual antenna.
We consider two major factors that construct the channels of physi-
cal antennas: (i) phase offset yielded by the AoA 𝜙 , which equals to
2𝜋𝑑
_

cos𝜙 for a ULA, and (ii) each antenna has a unique hardware
phase offset (e.g., due to a different length of transmission line [57]).

One way to resolve these phase offsets is compensation. If the
total positioning and hardware phase offset is𝑂 , we can cancel it by
multiplying exp(−1 𝑗𝑂) when generating beamweights. However,
while the total offset𝑂 can be arbitrary, the compensation provided
by 2-bit analog phase shifters on commodity 60 GHz WiFi devices
can only be 0, 𝜋2 , 𝜋 , or

3𝜋
2 . Thus, there is a residual offset after

compensation, which hurts the performance. Therefore, we aim to
group physical antennas into virtual antennas such that the residual
phase offsets within a group are minimized. Below, we formulate
the antenna grouping problem and describe a greedy heuristic.
Antenna grouping Problem: Given a set of antennas, V =

{1, 2, · · · , 𝑁 }, we equally partition them into 𝐾 non-overlapping
groupsV𝑘 with 𝑉𝑘 antennas per group (𝑉𝑘 =

|V |
𝐾
∈ N) such that

their total residue phase offsets inside groups is minimized. Namely,
we seek a partitionV1,2,..𝑘 to reachminV1,2,..𝑘

∑𝐾
𝑘=1

∑
𝑖, 𝑗∈V𝑘 ,𝑖≠𝑗 𝑝𝑖, 𝑗 ,

where 𝑝𝑖, 𝑗 denotes the minimum phase offsets between two anten-
nas 𝑖 and 𝑗 after the compensation.
Antenna grouping algorithm: We develop a greedy antenna
grouping algorithm. We first probe a few angles to get a coarse
AoA. Then we calculate the sum of the positioning and hardware
phase offset and feed it to Alg. 5 to derive the grouping. For a
given set of 𝑁 antennas𝑉𝑎 , we select a reference antenna 𝑅ref from
𝑉𝑎 , and calculate the phase shift 𝑝𝑖,ref between 𝑅ref and the other
antennas in𝑉𝑎 . Then we select𝑉𝑘 − 1 antennas with the least phase
shift from 𝑅ref , and add them along with 𝑅ref to the group. We
remove the antennas in the group from the entire antenna set 𝑉𝑎 ,
and find the next group as before until no antennas are left.
Multi-resolution algorithm: To sum up, we first determine the
resolution 𝑁vt and 𝑁vr based on the measurement budget, since our
algorithm can recover the CSI of size 𝑁vt × 𝑁vr using ∼ 1.5𝑁vt𝑁vr
measurements. Then we apply Alg. 5 to group antennas. Next,
we probe random beam weights for virtual antennas. We feed the
measured RSS along with the corresponding beamweights to derive
the virtual CSI using the Alg. 3. The virtual CSI can be used for
beamforming and sensing.

5 Evaluation
5.1 Evaluation methodology
We evaluate using three complementary methods: (i) we use mul-
tipath simulation to evaluate the impact of different numbers of
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Figure 2: Testbed. (a) UPA, (b) antenna index mapping, (c) hardware
schema, (d) RSSI mapping.

multipath systematically; (ii) we use Wireless Insite 3D ray tracing
to capture realistic but static environments; and (iii) we use testbed
experiments to consider the impact of hardware features, channel
fluctuation, and noise. Our algorithms are named 2ACE-Multi (with
multi-resolution) and 2ACE-No-Multi (without multi-resolution).
Synthetic multipath simulation: We use a uniform linear array
(ULA) with 𝑁𝑡 Tx antennas and 𝑁𝑟 Rx antennas and 𝑑 antenna
spacing. Given 𝐿 paths in total and the AoA 𝜙A

𝑙
, AoD 𝜙D

𝑙
, and

complex gain ℎ𝑙 of each paths, the overall channel between 𝑛𝑡 -th
Tx and 𝑛𝑟 -th Rx antenna is calculated as [38]:

H[𝑛𝑡 ,𝑛𝑟 ] =
𝐿∑︁
𝑙=1

ℎ𝑙 · 𝑒
2𝜋 𝑗𝑑

_
( (𝑛𝑡−1) cos𝜙D

𝑙
+(𝑛𝑟 −1) cos𝜙A

𝑙
) (23)

In our evaluation, we set the path number to 6. We set the gain of
the first path |ℎ1 | = 1 and 0.1 ≤

��ℎ𝑙 �� ≤ 0.2 for the rest paths. 𝜙A
𝑙
and

𝜙D
𝑙
are both randomly generated between 𝜋/6 ands 5𝜋/6.

Wireless Insite:Wireless Insite (WI) is a commercial 3D ray-tracer
widely used by the research community [27, 51]. We use a lidar
scanner to reconstruct 3D environments in an office and then feed
them to WI to generate the CSI.
Testbed: We use two laptops equipped with QCA6320 chipset-
based 60 GHz WiFi card. Both TX and RX use a 6×6 uniform planer
array (UPA) of 120◦ field-of-view (FoV), as shown in Fig.2(a,b).
The antenna element spacing is 0.58_ [57]. Each antenna has a
1-bit switch (on or off), and a 2-bit phase shifter. Every 4 antennas
colored the same share a 1-bit group switch [38]. All antennas share
a single RF chain, as shown in Fig.2(c). The central carrier frequency
is 60.48 GHz. We follow [38, 57] to calibrate the hardware phase
offset on each antenna. The NIC reports the received signal strength
indicator (RSSI) of the combined signal across all antennas at the RF
chain. We measure a series of per-beam RSSI from NIC and record
the corresponding RSS value by triggering the Linux command iw
dev $interface scan. We then map RSSI to RSS by fitting the
measured data via linear regression as shown in Fig.2(d) and find
𝑅𝑆𝑆 = 0.0651𝑅𝑆𝑆𝐼 − 74.3875.
Baseline: We compare 2ACE against PhaseLift [9], PLOMP/PL-
GAMP/PerfectPhase [56], and sweeping. PLOMP and PLGAMP
determine the complex channel from the dominant AoA and AoD.
They first use PhaseLift for phase retrieval and use OMP [48]
or EMBGAMP [49] to estimate sparse solutions. Although they
converge faster than PhaseLift, their accuracy is restricted by its
over-simplified sparse channel modeling. Moreover, PLOMP and
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Figure 3: Micro-benchmarks.

PLGAMP only consider the azimuth directions, while PhaseLift
and 2ACE support elevation tilting. PerfectPhase assumes a perfect
phase retrieval and only solves the second step, but is not optimal
due to the sparse channel representation. It requiresground truth
phase information and can only be evaluated in simulation. We also
add 2ACE using nuclear norm as a baseline, which promotes low-
rank solutions instead of spectral profile for regularization, marked
as Nuclear. The nuclear norm is a convex relaxation of non-zero
eigenvalues (i.e., rank), and is used as a regularization term in the
classic compressive sensing low-rank formulation. We also include
SLS, which performs TX beam training using 64 probes and fixes
the RX to a quasi-omnidirectional beam. There are two enhanced
versions (i) beam sweeping (𝜙 only) enables both TX and RX beam
training on azimuth plane and (2) beam sweeping (𝜙 & \ ) performs
both azimuth and elevation sweeping. beam sweeping (𝜙 & \ ) is
evaluated only in testbed since ULA used in simulation does not
support elevation sweeping.
Sensing Matrix: PhaseLift and 2ACE use random beams, which
is the general setting for compressive sensing. PLOMP, PLGAMP,
and PerfectPhase only work with directional beamweights, which
divide the azimuth plane uniformly.
Beamforming: We perform beamforming using the recovered
CSI. Following the hardware constraints of existing commodity
mmWave cards, in all cases we calculate the TX and RX codebooks
as the 2-bit quantization of the first column in U and V, respectively,
where H = UΣV⊤ is the SVD of CSI matrix H.
Metrics:We quantify the CSI estimation error in simulation and
Wireless Insite using mean square error (MSE), which is computed
as E[∥xest−xgt∥22/∥xgt∥22]. For testbed experiments, due to the lack
of the ground-truth CSI, we quantify the estimation error of RSS
using random test beams. Moreover, in all cases, we also evaluate
the beamforming performance. We run each algorithm 5 times for
each configuration and report their average.
Default settings: Unless otherwise specified, we set 𝑁𝑡 = 𝑁𝑟 = 16
and signal-to-noise-ratio (SNR) as 40 dB, which is common for 60
GHz WiFi devices. We further vary the number of antennas and
traces to understand their impacts. We use 0 elevations AoA to ben-
efit PLOMP and PLGAMP since they cannot be easily generalized
to support non-zero elevation.
5.2 Evaluation results
We first provide micro benchmarks. Then, we compare different
algorithms in terms of CSI estimation error, beamforming perfor-
mance, and sensing. We also evaluate 2ACE in mobile scenarios.
5.2.1 Micro-benchmarks Weperformmicro-benchmark usingWire-
less Insite traces to demonstrate each of our optimization techniques
helps improve the performance. As shown in Fig.3(a), the spectral
initialization outperforms the random initialization. For example,
with 1296 measurements, spectral initialization achieves a -20 dB
CSI estimation error, whereas random initialization achieves a -8
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Figure 4: Multi-resolution: 2ACE (a) CSI error and (b) beamforming
RSS and PhaseLift (c) CSI error and (d) beamforming RSS.

dB error. Then we compare the performance of ` adaptation in Fig.3
(b). The adapted version achieves lower error and converges faster.
Fig.3 (c) shows the performance of parallel refinement. 𝑟 is the num-
ber of initialization. 𝑟 = 1 uses a single initialization and 𝑟 > 1 uses
parallel refinement. As we can see, 𝑟 > 1 significantly outperforms
𝑟 = 1, which demonstrates the benefit of parallel refinement.
5.2.2 Multi-resolution Algorithm: We show the benefit of multires-
olution using the 32 × 32 Wireless Insite traces. Fig.4(a) shows
the channel estimation error. With a smaller measurement budget,
lower resolution yields a lower error, and 2ACE-Multi automatically
selects the resolution based on the measurement budget. The dark
curve shows that the multiresolution algorithm provides the lowest
error in almost all cases. It improves over the 32 × 32 resolution
scheme by 2.5dB, 3.0dB, and 3.9dB when it uses a resolution of 4×4,
8×8, and 16×16, respectively. Fig.4(b) shows that the improved CSI
estimation accuracy gives better beamforming performance. 2ACE-
Multi improves the RSS of 2ACE-No-Multi by 13dB, 10dB, and 3.5dB
when using 4 × 4, 8 × 8, and 16 × 16 resolutions, respectively.

Besides, multi-resolution is general and can be applied to other
algorithms. Fig.4 (c) and (d) show it helps PhaseLift reduce MSE by
2.5-12 dB and improve beamforming SNR by 7-12 dB.
5.2.3 CSI Estimation We first compare the performance in mul-
tipath simulation. In Fig.5, 2ACE-Multi yields <-10 dB error with
< 2𝑁𝑡𝑁𝑟 measurements. It outperforms PhaseLift, PLOMP, and PL-
GAMP by 10dB using 500 measurements. Since PLOMP, PLGAMP,
and PerfectPhase focus on recovering the dominant path, their
channel estimation error remains high even with a large number of
measurements. ACO provides a low-resolution estimation of CSI
and thus does not provide high channel matrix estimation accuracy.
PhaseLift and Nuclear-norm-based have higher errors even with
4𝑁𝑡𝑁𝑟 measurements. 2ACE-Multi outperforms the nuclear norm
since it can support matrices that are not strictly low rank. With
a small number of measurements (e.g., within 784 probes), 2ACE-
Multi yields a 2-3dB improvement over 2ACE-No-Multi. For 32× 32
case, 2ACE-Multi consistently performs the best and provides 10dB
improvement over all baseline schemes with 2000 measurements.

Next, we evaluate using the Wireless Insite traces. Fig.6 shows
2ACE-Multi outperforms all baselines by at least 15 dB with 2𝑁𝑡𝑁𝑟
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Figure 5: MSE of CSI estimation w/ multipath simula-
tion: (a) 16 × 16; (b) 32 × 32.
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Figure 6: MSE of CSI estimation w/ Wireless Insite 3D
ray-tracing: (a) 16 × 16; (b) 32 × 32.
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Figure 8: Beamforming based on recovered CSI from multipath
simulation: (a) 16 × 16; (b) 32 × 32.
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Figure 9: Beamforming based on recovered CSI fromWireless Insite
3D ray-tracing: (a) 16 × 16; (b) 32 × 32.

CSI matrices. 2ACE-Multi also outperforms 2ACE-No-Multi by 5-10
dB using fewer than 1000measurements since it dynamically adjusts
the estimation resolution based on the number of measurements.

Finally, we evaluate CSI estimation algorithms on our testbed.
We collect training probes in a NLoS scenario for 16 × 16 CSI ma-
trix recovery and quantify the estimation error by comparing the
RSS in the testing set. As shown in Fig.7, 2ACE outperforms the
others after convergence. 2ACE-Multi provides more than 1dB gain
over the other algorithms at around 200 measurements and outper-
forms 2ACE-No-Multi by 0.7dB with 64 measurements. OMP has
convergence problems under a large number of measurements.
5.2.4 Beamforming: We compare the beamforming RSS based on
the recovered CSI. Using multipath simulation, Fig.8 shows that
2ACE-Multi quickly converges, achieving 1-5 dB beamforming gain
over the baseline algorithms for 16 × 16 traces across all cases. The
baselines take longer to converge and offer lower RSS than 2ACE.
PhaseLift takes twice as many measurements as 2ACE. The benefit
of 2ACE-Multi is even larger in 32×32 setups, providing 3-5 dB gain
in most cases. This is because (i) our spectral profile-based estima-
tion is more effective for a larger matrix, and (ii) the CSI estimation
accuracy matters more for beamforming in a larger antenna array,
which has more fine-grained beams. Existing compressive sensing
works use nuclear norm as a regularization term to enforce low
rank. We observe that 2ACE outperforms the nuclear-norm-based
method by up to 8 dB because the matrices are not strictly low rank.

Then we evaluate usingWireless Insite traces. Fig.9 shows 2ACE-
Multi achieves the best beamforming performance, out-performing
PLOMP and PLGAMP by >2 dB. PhaseLift requires 4 times more
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Figure 10: Testbed Experiments. (a) Experiment environment. (b-c)
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measurements than 2ACE-Multi. Nuclear-norm-based is worse than
2ACE since the channels are not strictly low rank. The performance
benefit of our scheme increases to 2-3 dB in 32x32 traces since the
spectral profile is more accurate and important for larger matrices.

Finally, we evaluate 2ACE on the testbed. We use 16 antennas at
both TX and RX. Fig.10 compares the beamforming performance
with 3 different receiver locations, among which (d) is in LoS while
(b) and (d) are in NLoS. 2ACE-Multi converges the fastest among all
algorithms within 361 probes. SLS is always bad due to the missing
of Rx-side beam training. Beam sweepings performs well at LoS but
underperforms in NLoS scenarios. The codebook design of ACO lim-
its its performance in low SNR scenarios since several bad probing
is significantly detrimental to it. As a result, we see that ACO shows
benefits in LoS cases but may significantly underperform in NLoS
cases. 2ACE-Nuclear, PLOMP, and PLGAMP have serious issues
dealing with NLoS scenarios, either due to low-rank assumptions
or modeling without elevation angle. PhaseLift tends to converge
to the optimal but needs many more measurements than 2ACE.
Testbed evaluation shows that 2ACE can handle both LoS and NLoS
scenarios and yields an average of 1 ∼ 2 dB beamforming gain
compared with baselines.
5.2.5 Sensing: We use the MUSIC algorithm [41] to quantify AoD
estimation accuracy. In the simulation, we show the MUSIC profiles
and AoD estimation errors of the estimated CSI. We take the three
highest peaks in the MUSIC profile as the AoD values and compare
the outputs of different algorithms using optimal-matching [28]. On
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the testbed, we only show the AoD estimation error of the strongest
path in LoS scenarios since the missing of oracle CSI.

Using Wireless Insite traces, Fig. 11 (a) shows that 2ACE yields
accurate MUSIC profiles with MSE below -10 dB after 512 probes,
and outperforms all baselines by at least 10 dB. Fig. 11 (b) shows the
AoD estimation error for the first three dominant paths: 2ACE out-
performs the baseline algorithms by 5-50 degrees. Fig. 12 (a) shows
that 2ACE outperforms all other algorithms with 400 measurements
by around 50 degrees.

In the testbed, we place the RX at different locations to create
different AoDs. All estimated CSI matrices are recovered with 361
measurements, where most algorithms converge eventually. As
shown in Fig.12(b), 2ACE accurately estimates the LoS AoD and
outperforms the other methods by 7 degrees on average. Mean-
while, the AoD estimation error using ACO-retrieved CSI is large
in a complex indoor environment, which is consistent with the
previous observation in X-array (Fig.11 in [52]). This also suggests
the relative robustness of 2ACE in complicated environments.
5.2.6 Mobile scenarios: Our confidence indicator in Sec. 4.4 adapts
2ACE well in mobile scenarios. For evaluation, we send 200 probes
to measure RSS every communication interval, where 128 probes
are used for CSI estimation, among which 2ACE uses 95% of the
input frames for training and 5% for deriving the confidence. The
rest 72 probes are used for evaluating the system performance. A
user holds the RX in hand and randomly moves in a room. During
the movement, when the confidence is smaller than 0.75, 2ACE
purges the first segment of the input traces and waits for new
measurements until the confidence is high enough. Fig.13 shows
the RSS error on the testing probes over time. When the user moves
fast (e.g.,𝑇 = 1 − 2,𝑇 = 65 − 73 and𝑇 = 82 − 84), 2ACE-Multi finds
the confidence value too low, so it does not yield the estimates but
waits for more measurements. The RSS error of the output estimate
is below -4dB all time, and below -6dB for most of the time, which
shows the benefit of the confidence estimate.

# Measurements 16 64 144 256
2ACE 0.117 0.179 0.52 1.282

2ACE incremental 0.0065 0.0082 0.0091 0.017
PLGAMP 1.328 5.677 7.666 12.197
PLOMP 1.009 5.325 7.372 11.752
PhaseLift 60.177 85.898 88.994 101.155

Table 1: Running Time (s) for estimating a 12 × 12 matrix.

5.2.7 Running Time: We show the advantage of 2ACE in running
time on an Intel Core i7-8700. Using the highest resolution, to
recover a 12 × 12 CSI matrix, 2ACE are 10×-10000× faster than
PLGAMP, PLOMP, and PhaseLift. The fastest algorithm is an incre-
mental version of 2ACE, which uses the result from the previous
round for initialization. It completes within 17 ms with 256 mea-
surements.
6 Conclusion
In this paper, we develop 2ACE, a novel compressive sensing al-
gorithm that explores the spectral profile of CSI matrices for in-
ference. We propose a series of optimization techniques, including
spectral initialization, adapting the convexity of the objective, and
parallel refinement. We show they are effective in speeding up the
convergence. We further introduce confidence to determine the es-
timation quality for time-varying channels. Moreover, we develop
multi-resolution estimation to automatically adapt the estimation
granularity based on the measurement budget. With extensive eval-
uation, we demonstrate the improvement in the CSI estimation
helps enhance beamforming RSS by 1-5 dB and AoD estimation
accuracy by at 5◦ - 7◦ for real-world applications. We hope our
work could inspire researchers to develop theories for spectral
profile-based compressive sensing. More generally, it is interesting
to re-visit compressive sensing for real-world matrices that may
not be strictly low-rank.
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